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A. Vigan et al.: Zernike phase-mask sensor. IV.

Fig. 1. Temporal gallery of eight OPD maps acquired on 2015 December 16. The first seven maps are consecutive, while the last one was acquired
after approximately 20 min. The top row shows the individual OPD maps and the bottom row shows the differential maps obtained by subtracting
the first map to the subsequent ones. The dead actuators of the deformable mirror and the region corresponding to the central obscuration have
been masked. The standard deviation is reported underneath each map.

March 25 (hereafter 2017-03-25 a and 2017-03-25 b) with an
interruption of approximately 1 hour between them, due to other
activities with the telescope.

In some cases (see Table 1) the NCPA of the instrument were
pre-compensated using the closed-loop procedure described in
Paper II and Paper III. This procedure was not applied systemat-
ically, but depended on the other tests that were performed just
before the acquisition of the ZELDA sequence. This should not
have an impact on the results presented here. The ZELDA sen-
sor dynamic range slightly decreases as the amount of NCPA
increases, but here we are in a regime of low NCPA (50–
70 nm rms, see Paper III) where the sensitivity of the sensor is
very high. As demonstrated in Paper III, the reconstructed OPD
maps underestimate the true aberrations in the instrument by
⇠20%, so a sensitivity loss factor equal to 0.8 must be taken
into account. This corresponds to the optical gains of the sensor
in the presence of aberrations (Chambouleyron et al. 2020): the
sensitivity of the sensor is influenced by the amount of aberra-
tions in the system, so this needs to be calibrated and taken into
account with a gain factor. From here on, all the stated results
take into account the correction factor.

2.2. Temporal decorrelation

2.2.1. Pair-wise analysis

In Fig. 1 we show in the top row a sequence of eight OPD maps
obtained on 2015 December 16, and in the bottom row the residu-
als after subtracting the first OPD map from the subsequent ones.
The top row reveals that the main structures of the NCPA, such
as the imprint of the DM actuators and the large-scale instru-
mental aberrations, remain quasi-static over timescales of at least
20 min. However, the differential OPD maps in the bottom row
show a different picture with aberrations on the order of a few
nanometers (root mean square, rms) varying over timescales of
a few seconds.

For a more quantitative estimate of the variations of the
NCPA and the timescales involved, we performed pair-wise sub-
traction between all of the OPD maps acquired in the sequences
listed in Table 1. For each sequence of N OPD maps, we com-
puted the differential OPD maps �OPDi j = OPDi � OPD j for
i = 1 . . .N and j = 1 . . . i. Then we computed the power spectral
density (PSD) of �OPDi j and used the standard deviation �( f )
defined in Paper III to calculate the amount of residual aberra-
tions in discrete bins of spatial frequency from 1 to 50 c/p. We

recall the definition of �( f ),
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with ⌫ and ⌘ being the radial and azimuthal coordinates of
the spatial frequencies in the 2D PSD. The values of �( f ) are
expressed in nm rms and represent the integrated quantity of
aberrations in the bin of spatial frequencies between f and f + 1
cycles/pupil. These values are easier to relate to wavefront errors
than the classical PSD expressed in (nm / (c/p))2.

At the end of the process, for each spatial frequency f ,
we obtain a decorrelation matrix D f of dimensions N ⇥N that
represents the amount of differential aberrations between any
two OPD maps in the sequence. A simple illustration based on
only 20 OPD maps extracted from the 2017-03-25 b sequence is
provided in Fig. 2.

Since the time step �t between each OPD map is constant
in a sequence, moving from the central diagonal towards one of
the corners ofD f is equivalent to moving in constant time steps.
We therefore have N � 1 differences of OPD maps separated by
�t, N � 2 separated by 2�t, N � 3 separated by 3�t, and so on.
This large sample of differential OPD maps enables us to look
robustly at the average decorrelation of NCPA as a function of
time by computing statistics along the diagonals ofD f . The fixed
time step diagonals are illustrated in Fig. 2.

The average decorrelation as a function of time computed
for all sequences is plotted in Fig. 3. Two regimes of decorre-
lation are clearly identified. The first is a fast decorrelation that
occurs on timescales of a few seconds, and the second is much
slower quasi-linear decorrelation that occurs on timescales of
several minutes. These two regimes of decorrelation d likely
have distinct origins so we model them separately as a func-
tion of time t. We do not aim to perform a detailed physically
based modeling of d, but simply to estimate its main properties in
terms of timescale and amplitude. This is why we use empirical
modeling:

d(t) =

8>>><
>>>:

a0

✓
1 � e

� t

⌧0

◆
+ s0t for t  60 s

s1t + a1 for t > 60 s
. (2)

Here ⌧0 and a0 are the characteristic time and amplitude of the
fast decorrelation, respectively, and s1 is the slope of the slow
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• Correct for aberrations unseen by the Adaptive Optics (Non common 
path aberrations) => use the science camera as a sensor to retrieve 
most aberration in the science channel.

Goal of focal plane correction high contrast techniques
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• Correct for aberrations unseen by the Adaptive Optics (Non common 
path aberrations) => use the science camera as a sensor to retrieve 
most aberrations in the science channel.

• Dig a “dark hole” : a region in the focal plane with a higher contrast. 
Can be as large at the correction zone of SPHERE DMs, or can be 
smaller if we want to locally increase contraste

• Correct for 
• Static aberrations (can be done before science sequence)
• Quasi static aberrations things that varies at the same time scale as the 

science images exposure time (a few 10s of seconds), during the science 
sequence
• All aberrations faster than the science image exposure time and 

uncorrected by the AO cannot be corrected

Goal of focal plane correction high contrast techniques
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Fig. 2. Mean normalized intensity of the total, modulated and unmodu-
lated signals in the DH after each iteration of PWP+EFC and calculated
on the unfiltered data. Iteration 0 corresponds to the initial state. PWP
has not been applied at iteration 5, preventing the calculation of both
the coherent and incoherent components.

nent. The unmodulated component therefore includes: 1) as-
trophysical sources located in the field of view; 2) calibration
errors in PWP, such as instrument model inaccuracies; 3) the
field of speckles whose life time is smaller than the measure-
ment rate of PWP (⇠5 min), such as the turbulent halo; and
4) chromatic residuals. Figure 2 demonstrates the convergence
of the PWP+EFC closed-loop algorithm because the averaged
modulated component in the DH is minimized. However, it also
shows that the averaged level of starlight residual in the total
image remains almost constant at ⇠ 3 · 10�5 throughout the pro-
cess. Indeed, even though the processed high-contrast imaging
data are limited by the e↵ects of static and quasi-static aberra-
tions at small separations, the smooth halo of turbulence is often
the dominating term in the raw images. This halo is removed in
post-processing through the filtering of the low spatial frequency
residuals or with di↵erential imaging, leaving behind only its as-
sociated photon noise.

We also show the radial profile of the filtered images (calcu-
lated as the standard deviation in azimuthal rings of size �/2D
in the DH regions versus the angular separation) throughout the
di↵erent PWP+EFC iterations in Fig. 3. Detection performance
in the DH region has been improved from a factor of two to a
factor of five in that area. We obtain the best improvement factor
(more than three) between 245 and 500 mas. The normalized in-
tensity reaches a level below 10�6 between 410 and 635 mas. Al-
though we did not try to minimize the starlight below 220 mas,
we noticed an improvement between 150 and 220 mas, which
we attribute to changing observing conditions (turbulence, wind
driven halo, quasi-statics) as iterations progress.

3. Coherent differential imaging

3.1. Method

PWP can also be used alone to further suppress stellar speckles
in the images in post-processing. Indeed, the stellar E-field esti-
mated by PWP can serve as a reference image to be subtracted
from the remaining total intensity, thereby improving the S/N of
the astrophysical signal that is not coherent with the starlight.
This technique called coherent di↵erential imaging (CDI) has

Fig. 3. Radial performance of the PWP+EFC closed-loop algorithm
in the top DH. Top: 1-� standard deviation of the normalized high-
pass-filtered images obtained at each iteration of the PWP+EFC on-sky
closed loop in the top DH. Bottom: Gain in performance with respect to
the current SPHERE calibration (iteration 0).

been demonstrated with many focal plane wavefront sensors
(Baudoz et al. 2006; Bottom et al. 2017; Jovanovic et al. 2018).
CDI can be used to further remove residual speckles inside the
DH. In our case, the loop has converged and no more speckles
are to be calibrated in post-processing.

In this section, we demonstrate the ability of CDI to en-
hance the contrast in regions that are not corrected during the
PWP+EFC process. We also propose an optimization of the CDI
technique to account for the changing atmospheric transmission
over time between the recording of the total intensity images and
the probe images. This simple algorithm will be investigated fur-
ther in the near future to quantify potential over-subtraction of
the astrophysical signal. At each iteration, the PWP estimation
of the focal plane E-field (or reference image) is numerically re-
centered with respect to the total intensity signal to account for
any drift on the science detector during the probing steps. It is
then rescaled to minimize the mean intensity of the high-pass-
filtered CDI result, in the region symmetrically opposed to the
top DH described in Sec. 2. This area is arbitrarily chosen for the
sake of illustration, while any region of the science detector well
sensed by PWP could be selected. This optimization assumes
that most of the total signal in that area is caused by stellar resid-
uals and is, therefore, coherent. This optimization should not be
strongly a↵ected by a planet or other astrophysical object present
in the field of view but injection of fake signal in the data is out
of the scope of this paper. The estimated mean scaling factor is
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Fig. 5. Radial performance of CDI. Top: 1-� standard deviation of
the normalized high-pass-filtered total intensity (green) and CDI result
(blue) calculated in the blue region in Fig. 4. The curves are darker
along the PWP+EFC iterations described in Sec. 2. Bottom: Gain in
performance of CDI with respect to the total intensity image at each
iteration.

1.0, which demonstrates that the calibration of the probes was
accurate. The standard deviation of the scaling factor over the it-
erations is 0.1, which we attribute to varying atmospheric trans-
missions. The scaling method, reprocessed at each iteration, will
be used in the PWP+EFC closed loop in the future for a faster
convergence of the DH correction.

3.2. Results

The high-pass-filtered total intensity, the optimized reference
image, and the CDI result at each iteration are shown in Fig. 4.
Qualitatively, the static speckle intensity in the CDI results is
minimized with respect to the total intensity in the region sensed
by PWP. The DH geometry is defined either by the regions of
the science detector reachable by PWP with the chosen probes,
or by the spatial frequencies properly corrected by the AO sys-
tem. For instance, the CDI performance is limited in the central
region along the horizontal axis for the former reason (see Fig. 3
in Potier et al. 2020b) and in the regions above the AO cuto↵
frequency or where aliasing caused by the SH WFS dominates
for the latter. Also, the result of CDI is limited by bright resid-
ual speckles at small separations. We conclude that PWP is not
as sensitive to these residuals, either because they are caused
by large wavefront errors that violate the linear approximation
made by PWP (Give’On et al. 2007), or because they are too

close to the fast-evolving low-order aberrations that violate the
steady-state assumption required by PWP. For the former case,
in principle the iterative PWP+EFC algorithm should be able to
correct such aberrations during the observation. Therefore, better
performance of the CDI algorithm is expected after a few itera-
tions of DH correction in the targeted region. This approach is
well demonstrated by the CDI result at iterations three and four,
where the speckles in the top DH are almost perfectly removed.

Figure 5 shows the radial profile of both the total intensity
and the result of CDI in the optimized region (encircled in blue
in Fig. 4). The CDI technique enhances the contrast level in the
post-processed images between 150 and 640 mas for each es-
timation of the coherent signal with PWP. With this promising
result, we envision observing strategies where PWP is applied at
a regular cadence and the resulting CDI results are used as inputs
for post-processing methods, or for a direct analysis. However,
the contrast after applying CDI degrades with PWP+EFC iter-
ations. Indeed, the minimization of the speckle intensity due to
amplitude aberrations in the top DH with one HODM is achieved
by degrading the contrast in the bottom part of the field of view.
CDI then starts from a higher speckle intensity, with more noise,
in the bottom part of the image. Hence, applying CDI before any
half DH correction would be more e�cient on the “degrade” part
of the image. The implementation of CDI should, therefore, be
defined depending on the science objective and telescope time.
Ideally, either CDI would be applied on top of a DH active-
wavefront correction for science analysis in that region, requir-
ing the implementation of PWP+EFC successively in di↵erent
DHs to cover a broader region; or CDI would be directly applied
in a larger area by applying PWP alone, without EFC correction,
at a regular cadence. The former case would provide the best
contrast performance, while the latter would reduce the required
telescope time.

4. Conclusions

We present two promising implementations of a dark hole (DH)
technique on VLT/SPHERE. First, relying on an e�cient adap-
tive optics (AO) system combined with good observing con-
ditions, we demonstrated a pair-wise probing (PWP) + elec-
tric field conjugation (EFC) algorithm directly on-sky that mini-
mized the static speckle field intensity in a defined region using
VLT/SPHERE. The standard deviation of the normalized inten-
sity was improved by a factor of up to five in the DH. There-
fore, 1min-exposure images, after the PWP+EFC correction is
applied (30min here), achieve the same level of performance as
ADI with 1h-sequences of observations. This promising tech-
nique is expected to be even more robust with the improve-
ment of the AO systems planned for the next generation of high-
contrast imaging instruments (Chilcote et al. 2018; Boccaletti
et al. 2020). Second, we showed that estimation of the coher-
ent light in the field of view with PWP could be used to further
calibrate the static speckles in post-processing through coherent
di↵erential imaging (CDI). PWP could also be used at a regular
cadence during a high-contrast observation to estimate the spa-
tial distribution of the coherent speckles and then subtract them
from the raw images. The residuals, containing the incoherent
signal of interest, could then be further analyzed with conven-
tional methods such as angular (ADI), spectral (SDI), or refer-
ence (RDI) di↵erential imaging.

Here, the performance was quantified via a simple high-pass-
filtered image. Therefore, the CDI method also solves the self-
subtraction issue that emerges when performing ADI at small an-
gular separations with a coronagraph instrument, such as those
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