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Some specifications for future detection / characterization algorithms

- building a model from several datasets
→ see yesterday’s discussions about RDI... 
     ...and today’s discussions

(not only searching for image similarities!)

- deriving statistically grounded detection score & associated uncertainties

- including our knowledge about the problem (model-based approaches)

- including a form of joint detection/estimation
→ see today’s discussions

- exploiting the metadata
→ see today’s discussions

photon noise limit

deep PACO

additional diversity needed



  

Agenda
● Beyond black-box approaches

- control of the uncertainties (short review of review papers, Olivier, Théo = 10 min)

- model-based learning (review of review papers, Théo, Olivier = 30+ min) → a focus on algorithm unrolling

+ learning a prior (plug and play approaches) on the nuisance component and/or on the objects of interest. T

→ The example of conventional imaging.

- how to exploit these methods for your problems?: discussions & ideas (!ALL! = 20-30min) 

● Exploitation of the metadata
- presentation of the available metadata (Julien = 15 min)

- review of a post-processing algorithm for exoplanet detection & characterization exploiting metadata (Olivier = 15 min)

- discussions & ideas (!ALL! = 30 min)



  

Different sources of uncertainties

Gawlikowski+, « A Survey of Uncertainty in Deep Neural Networks », ACM Computing Surveys, 2022
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Different types of methods to estimate the uncertainties

Gawlikowski+, « A Survey of Uncertainty in Deep Neural Networks », ACM Computing Surveys, 2022
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Approach followed

Gast+, « Lightweight Probabilistic Deep Networks », CVPR 2018
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Interaction massive data  physics-based simulations⇔

exploit theoretical models to generate a priori information through Plug and Play methods 

Open question: Inductive bias ?

→ a way to improve the reconstructions by including some physics-based information at a 
macro level (smoothness, continuity etc.) 

modelmodelreconstruction (PCA)
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